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Abstract
Programmable network devices process packets using lim-
ited time and space. Consequently, much effort has been
spent making network programs run as efficiently as pos-
sible. One promising line of work focuses on specializing
the implementation of a network program to a particular—
presumed constant—control-plane configuration. However,
while some parts of the control plane configurations are con-
stant for long periods of time, others change frequently, and
in bursts (e.g., due to routing table updates).
Thus, any approach that specializes a network program

with respect to control-plane configurations must be in-
cremental: it should be able to tell quickly whether a new
control-plane update will affect the program’s implementa-
tion and recompile the program only when its implemen-
tation must change. We describe several benefits of such
an approach, including reducing resource use on line-rate
pipelines and improving the memory footprint of packet
classification. We explore our ideas with a prototype, Flay,
an incremental partial evaluator that optimizes P4 programs
by treating control-plane entries as constant. Flay can reduce
resources in the implementations of Tofino programs. Flay
can also determine in 100s of milliseconds whether a control-
plane update will change a program’s implementation. We
conclude by outlining several avenues for future work.

CCS Concepts
• Networks→ Programmable networks; • Software and
its engineering → Compilers; Incremental compilers.
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1 Introduction
Packet-processing programs on network devices (e.g., Smart-
NICs, switches, networking stacks) must rapidly process
packets with limited resources (e.g., tables, ALUs, cores, CPU
cycles), while simultaneously supporting many different
features (e.g., ACLs, routing, NATs). Compilers for packet-
processing languages [10, 32, 36, 46, 48, 67, 76] play an impor-
tant role in determining the final resource requirements and
performance of such programs. Typically, compilers trans-
late the packet-processing program into an implementation
when first authored, leaving the implementation unchanged
over the program’s lifetime.
This “one-and-done” approach leaves out many opportu-

nities to improve implementation over a program’s lifetime.
In addition to the program’s source code, the program’s
resource usage is also determined by control-plane config-
urations (e.g., ACL or forwarding rules). For instance, if an
ACL table is empty, it can be removed, making room for addi-
tional features. Such specializations are especially beneficial
for “kitchen-sink” programs that capture the union of all
possible features [29, 66], where only a subset of features is
active at any time. Prior projects have leveraged this obser-
vation: they treat control-plane configurations as constant
inputs to a packet-processing program and introduce a spe-
cializing compiler to further optimize the implementation of
the program before it is run [1, 23, 51].

In reality, however, control-plane configurations are pseudo-
constant: many parts of the control plane only change in
response to policy changes, maintenance, or failures (Fig. 1)
and are thus infrequent. Other parts, however, change fre-
quently (e.g., IP routes, NATs). Control-plane updates can
also occur in bursts, with changes happening at once quickly
followed by a long quiescence [37]. Given this pattern, our
core claim is that any specializing compiler must be able to
respecialize a program quickly when control-plane constants
change. More so, because recompiling network programs
is expensive and many control-plane updates do not affect
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Figure 1: Varying rate of change of network program input.

the program implementation, the runtime must decide when
respecialization is actually needed. Hence, to be effective,
such compilers must be (1) control-plane-triggered so that
they continuously respecialize program implementations in
response to control-plane changes and (2) incremental, to
perform as little processing as possible on program sources
and control-plane configurations for each update.

We describe a design sketch for such an incremental com-
piler, operating as a shim layer between the network con-
troller and the data plane (§2). We also describe several tan-
gible benefits enabled by this approach, such as saving hard-
ware resources, and optimizing the memory footprint and
performance of packet classifiers. To demonstrate that our
call for an incremental specializing compiler is feasible, we
build a prototype, Flay. Flay is a partial evaluator [42] that
combines several techniques (dead-code elimination, con-
stant propagation, table inlining) to specialize P4 programs.
Flay leverages the fact that P4 is a restricted domain-specific
language (DSL) with a few core primitives (e.g., tables, con-
trol program) to construct SMT formulae that can quickly
identify when recompilation is necessary. This allows Flay to
process a control-plane update within ~100 milliseconds and
avoid recompilation for all control plane updates that do not
require it. By treating control variables as pseudo-constants
Flay can also save pipeline resources for Tofino programs.

Flay is just a start to a broader research agenda. We outline
several avenues for future work. First, for the control-plane
updates that do trigger respecialization, we plan to use Flay
as a vehicle to explore the tradeoff between recompilation
time and specialization quality. Second, during respecial-
ization, we are still bottlenecked by existing device compil-
ers that monolithically compile the entire program, causing
much longer compile times than necessary. We can push in-
cremental specialization much further by (1) rearchitecting
device compilers to also operate incrementally, e.g., by only
recompiling the tables in the program that actually changed
and (2) through hardware support for partial configuration.

2 Control-Plane-Driven Specialization

Context. A programmable networking device contains at
least one programmable block (e.g., thematch-action pipeline
in Tofino [16] or eBPF hooks in the Linux kernel). This

Program switch [66] scion [22] Beaucoup [12] ACCTurbo [3] DTA [45]
Time 106 s 38 s 22 s 28 s 25 s
Table 1: bf-p4c [16] compile times for Tofino P416 programs.

programmable block is configured by loading a binary pro-
duced by translating a network programwritten in a domain-
specific language such as P416 [10], eBPF written in restricted
C [30], microcode [78], or NPL [9]. Network programs writ-
ten in these languages also define a control-plane interface
to influence packet-processing behavior of the program dur-
ing runtime. The control-plane interface is specific to each
program. Prominent examples of this interface are tables in
P4 or maps in eBPF. Other common instances of objects that
can be changed at runtime are meters, qdiscs, or stateful reg-
isters. The intended behavior of a particular control-plane
update is defined in specifications such as P4Runtime [14],
Openflow [50], SAI [56], or NETCONF [24].
Our goal. We want to develop a compiler that can specialize
network programs given a control-plane configuration. This
compiler must be incremental with respect to the control
plane: The compiler must support automatic respecialization
whenever control-plane configurations change, without in-
curring substantial time on every update—given that most
updates do not affect program implementation. We do not
consider traffic profiles when specializing because trafficmay
change more rapidly than control-plane configurations [46].
Why an incremental, specializing compiler? Even though
control-plane updates occur less frequently than packet ar-
rivals in the data plane, they do change from time to time,
often in response to external events like routing changes,
and often in bursts. At the same time, most control-plane
updates do not require recompilation of the specialized pro-
gram because they do not change program semantics. Exist-
ing specializing tools such as Morpheus [51], Pipeleon [75],
or ESwitch [52] approach this problem by either introducing
resource-consuming fall-back datapaths or recompiling the
data-plane program every time the control-plane issues an
update. When control-plane updates arrive in bursts of hun-
dreds of rules in a few seconds [33, 39–41], recompiling a
network program from scratch, which can take several tens
of seconds (Tbl. 1), is too slow for a specializing compiler
to keep up. Even more recent incremental recompilation
approaches require on the order of seconds to complete re-
compilation [19, 28, 58, 74]. A specializing compiler that is
unable to quickly distinguish between a trivial update that
doesn’t need recompilation (e.g., adding a new NAT entry)
and a major data-plane change (e.g., enabling an IPv6 ACL
table) will be stuck constantly respecializing.
Our insight. In any network program, we can distinguish
runtime-dependent variables into two types: the data-plane
variable, which depends on data-plane input (e.g., variables
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Figure 2: Control-plane-triggered, incremental specialization. Letters describe objects configurable by the control plane.

parsed from a packet header), and the control-plane variable,
which depends on control-plane input (e.g., an ACL entry
which decides whether a packet is forwarded or dropped).
For example, in P4, data-plane variables are sourced from the
packet through parser extraction calls, whereas control-plane
variables are stored in tables and stateful registers. In eBPF
on the other hand, data-plane variables are sourced from
reads of the packet metadata structure (e.g., sk_buff), and
control-plane variables are stored in maps (e.g., BPF maps).
An incoming packet results in a concrete assignment to the
data-plane variables in the program. Similarly, a control-
plane update results in an assignment to a subset of control-
plane variables.
Any control-plane update can be directly mapped to a

component in the data plane (e.g., a table, register, or map).
We can use this mapping to implement an incremental com-
piler. Not every control-plane update introduces a semantic
change. Many control-plane entries just increase the like-
lihood for an already existing data-plane program path to
be taken. This allows us to implement a form of taint track-
ing which lets us quickly identify the affected components.
Restrictions in networking DSLs such as a lack of pointer-
based indirection, unbounded loops, or jumps make taint
tracking tractable. With a taint-tracking system in place, we
only need to check whether a particular component’s be-
havior has changed given an update. The way we compute
these behavioral semantics, identify affected components,
and check quickly whether a change is necessary depends
on the particular incremental specialization technique we
use. We show a concrete example in §4.
A Control-Plane-Triggered Compiler. Fig. 2 shows a sketch
of our proposed approach. (1) The control-plane-triggered
compiler is intended to be invoked on every control-plane
update and provides feedback on whether a control-plane
update requires recompilation. (2) Once a new update is sent
to the compiler, it identifies the affected program compo-
nents based on the control-plane variables “tainted” by the
control-plane update. (3) After identifying the affected com-
ponents, the compiler checks whether the semantics of those
data-plane components change. (4) For components that do
not need changes, the compiler will forward the update to

the device. If the compiler’s query indicates that the behav-
ior of a component in the data-plane program will change,
the compiler needs to recompile that component before the
control-plane update can be installed onto the device. This
recompilation (if needed) is done by the device-specific com-
piler.

3 Specialization Use Cases

Control-plane-triggered specialization as described in §2 can
improve resource usage across different network devices. We
outline several kinds of specialization use cases.
Resource savings over a program’s lifetime. On RMT-style
pipelines with hard constraints on the number of computa-
tion units, tables, and stateful memories, we can substantially
save on hardware resources by specializing to control-plane
configurations. As an example, Fig. 3 describes how the im-
plementation of a single P4 table can change in response to
different control-plane updates. Initially, the table is empty
and can be removed entirely (impl. A). We then insert a
single entry, a ternary match with a 0 mask that executes
set(0x800) as its action. Here, we can inline the table action
and save the cost of a table lookup. We then replace the exist-
ing entry with a ternary match that uses the full mask (impl.
B). This is effectively an exact match entry. Because there is
no other entry in the table, we can change the match type
of the key, saving Ternary Content Addressable Memory
(TCAM) resources. Once we insert entry 2, the table must
be implemented as a ternary table (impl. C). The last entry
(3) does not change the behavior of the table, and hence no
recompilation is needed. Note that, in both implementations
C and D, the unused drop action is removed from the table,
freeing up computation units.
Parser specializations. Several specializations are also possi-
ble for parsers in network programs. The parse_break com-
mand in NPL [9] temporarily suspends the parser to perform
table lookups. If the accessed table is empty, we can remove
entire parse branches that depend on this particular lookup.
P4 Parser value sets (PVS) [15, §13.11] serve a similar func-
tion. We can free the TCAMs and SRAMs on a PVS that is
not configured. Another network-program-specific special-
ization is parser-tail pruning. Once we have specialized the
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control Ingress(...) {

  action set(bit<16> type) {

    hdr.eth.type = type;

  }

  table eth_table {

    key = {hdr.eth.dst: ternary;}

    actions = {

        set; drop; noop;

    }

    default = noop;

  }

  eth_table.apply();

}

control Ingress(...) {

}

control Ingress(...) {

  hdr.eth.type = 0x800;

}

(2). Insert entry 1:
[key: 0x1, mask: 0x0]
      → set(0x800)

(3). Replace entry 1:
[key: 0x2, mask: 0xF] → set(0x900)

(4). Insert entry 2:
[key: 0x5, mask: 0x8] → set(0x700)

control Ingress(...) {

  action set(bit<16> type) {

    hdr.eth.type = type;

  }

  table eth_table {

    key = {hdr.eth.dst: exact;}

    actions = {

        set; drop; noop;

    }

    default = noop;

  }

  eth_table.apply();

}

control Ingress(...) {

  action set(bit<16> type) {

    hdr.eth.type = type;

  }

  table eth_table {

    key = {hdr.eth.dst: ternary;}

    actions = {

        set; drop; noop;

    }

    default = noop;

  }

  eth_table.apply();

}

(1). Initial configuration:   
         empty table

A

B
C D

(5). Insert entry 3:
[key: 0x6, mask: 0x7]
      → set(0x200)

Figure 3: For the program on the left, we show control-plane updates 1–5 and their effect on data path implementation.

program, we can check whether the parser itself is doing
unnecessary work. Any header at the tail of the parser that
is not accessed in the program could be classified as payload.
Reducing the amount of parse calls can reduce PHV usage
in Tofino or improve packet-processing latency in OvS [53].
Savings in other hardware resources. One, the Tofino pro-
grammable switch supports the use of action profiles to sup-
port actions (e.g., setting a packet’s output port metadata)
that are shared among tables. If an action profile is empty,
an incremental compiler can specialize the implementation
of all tables associated with this action profile. Two, we can
specialize device-specific functions. Consider a hardware
unit that computes a checksum on a set of headers. Further,
let’s assume that one of these headers 𝐻 is set as part of
some table action 𝐴 in table 𝑇—as opposed to being parsed
out of an incoming packet. If there is no control-plane entry
for 𝑇 that uses 𝐴 as its action, we know that 𝐻 is invalid,
and hence the checksum will also be invalid, allowing us to
directly compute the checksum result, and saving us a check-
sum unit. Third, if a header is only written by one action
and this particular action does not exist in the control-plane
configuration, we can simply remove the header in the RMT
pipeline to free up packet-header-vector (PHV) resources.
Specializing packet-classification. We can specialize data
structures used in the data plane to classify packets based
on the actual patterns present in the active control-plane
configuration. Often, these techniques involve choosing a
less expensive data structure for the given network device.
For example, a common, but expensive data structure to
classify packets is the TCAM. TCAMs allow matching on
header fields based on bitmasks. If we can tell from the cur-
rent control-plane configuration that only few or no masks
at all are necessary, we can replace the TCAM with a sim-
pler matching data structure, e.g., a Semi-TCAM (STCAM)
in AMD devices [5]. ESwitch [52] and Morpheus [51] have
shown how we can apply similar specializations to software

packet-processing devices, such as Open vSwitch (OVS) [55]
and eBPF, respectively. NeuroCuts [47] and NuevoMatch [60]
train neural networks for more efficient packet classification
by mapping a control-plane configuration to an efficient
lookup data structure.
How incremental compilation could help. In all of the use
cases below, knowledge of the currently active control-plane
configurations can help a compiler specialize the underlying
implementation of the data-plane program. Further, if we
had an incremental compiler [63], it could localize the com-
piler’s effort to specific aspects of the data-plane program.
For instance, in Fig. 3, all of the control-plane updates (and
hence all of the specializations) pertain to the implemen-
tation of a single table, allowing the incremental compiler
to ignore the rest of the data-plane program. Similarly, if
parser compilation were treated independently of the rest
of the program, we could specialize the parser separately
in response to which headers are accessed by control-plane
entries. Finally, in the context of packet classification, the
control-plane update tells us which specific table’s imple-
mentation to focus on, permitting us to specialize that alone.

4 Feasibility Study

As a preliminary feasibility study, we built Flay. Flay im-
plements incremental partial evaluation for P4 programs.
Partial evaluation [42] is a program optimization technique
which specializes a program by treating some inputs as con-
stants. Flay specializes P4 programs subject to their control-
plane configuration by continuously reoptimizing the run-
ning P4 program based on incoming control-plane updates.
We picked partial evaluation because, simply by eliminat-
ing newly dead code and inlining constants based on the
current control-plane configs, we can already implement
many of the resource-saving specializations discussed in §3.
Flay supports P4 program specialization for various targets
(BMv2 [7], Tofino [16], or Xilinx Versal [4]). We also believe
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Figure 4: Flay’s design.

that Flay can generalize to packet-processing environments
such as restricted C for eBPF [30], NPL [9], or microcode [78].
Flay is available at https://github.com/nyu-systems/flay.

4.1 Flay Overview

Flay implements incremental specialization by representing a
network program as a combination of data-plane expressions
and control-plane assignments. We can ask specialization
queries by substituting the control-plane assignments into
placeholders within the data-plane expressions. Fig. 4 shows
the high-level workflow of Flay.
Data-plane expressions. We use a simple data-flow analy-
sis coupled with state-merging [6, §5.6] to generate data-
plane expressions. For any input program, Flay first com-
putes the data-plane semantics of the program and annotates
program points of interest (e.g., if-statements, match-action
table execution, map lookups, or variable assignments) with
a data-plane expression. The control-plane variables within
the expressions act as a placeholder and are later substi-
tuted with control-plane assignments. Data-plane variables
can assume any value since we do not specialize based on
traffic profiles. Our state-merging approach makes any pro-
gram point annotation hermetic, i.e., we can evaluate queries
on each annotated program point independently. Lines 15–
20 in Fig. 5a demonstrate how we use state-merging to an-
notate each program line with a snapshot of the value of
egress_port. If the table does not have a control-plane entry,
port_table_configured is false and egress_port will evalu-
ate to 0. Hence, we can simplify the assignment on line 12
to h.eth.dst = 0xAAAAAAAAAAAA. The type of specialization
we use influences the number of program points (and hence
the work required on each control-plane update). For dead-
code elimination we may just want to annotate if-statements,
but for constant substitution we may need to annotate any
variable read

1 control Ingress(...) {
2 action set(bit<9> port_var) {
3 egress_port = port_var;
4 }
5 table port_table {
6 key = {h.eth.dst: exact;}
7 actions = {set; noop;}
8 }
9 apply {
10 egress_port = 0;
11 port_table.apply();
12 h.eth.dst = egress_port == 0 ? 0xAAAAAAAAAAAA : 0xBBBBBBBBBBBB
13 }
14 }
15 # Symbolic value of egress_port variable after executing a line:
16 # Line 9: @egress_port@
17 # Line 10: 0
18 # Line 11: |port_table_configured| && |port_table_action| == "set" ?
19 # |port_table_var| : 0
20 # Line 12: *unchanged*

(a) P4 program setting a port variable based on a table entry.

| port_table_configured | : false

| port_table_configured | : true
| port_table_action |: @h.eth.dst@ == 0xDEADBEEFF00D ? "set" : "noop"
| port_table_port_var |: 0x1

@h.eth.dst@ == 0xDEADBEEFF00D

| port_table_port_var |: 0x1 0x0
True False

C

0x0 B

(1). Initial
configuration: 
  empty table

(2). Insert entry 1:
[key: 0xDEADBEEFF00D] → set(0x01)

always false

| port_table_configured || port_table_configured |

| port_table_action | == "set" 0x0
true false

| port_table_port_var | 0x0
true false

A

(b) Value of egress_port at line 12 after each entry update.
Figure 5: Flay’s representation of egress_port. |x| denotes a
control-plane symbol; @x@ a data-plane symbol. Entries be-
low the dotted line are the active control-plane assignments.

Control-plane assignments. We represent control-plane en-
tries as a set of control-plane variable assignments. This rep-
resentation implements the semantics of the control plane as
described by the appropriate specification (e.g., P4Runtime).
For example, entries that are duplicate or eclipsed by higher-
priority entries (and thus have no effect) are omitted in the
set of control-plane assignments. To infer the initial assign-
ment set for any configurable data-plane element we consult
the device specification. Flay maintains a map which asso-
ciates a control-plane variable with the set of program points
it can influence. On each control-plane update, Flay retrieves
all the affected program points from this mapping. For any
affected program point, Flay substitutes the control-plane
assignments into the expressions associated with the point.
Specialization queries.Once Flay has combined the gathered
data-plane expressions with the initial control-plane assign-
ments it specializes the program by asking queries on the
joint representation. Typically, the query indicates that the
value of the expression has not changed and Flaywill forward
the update directly to the network device without trigger-
ing recompilation. If any program point indicates a change
in behavior, Flay must trigger the reoptimization process

https://github.com/nyu-systems/flay
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for the affected data-plane components. We currently ask
two types of queries using Flay: 1) Is this particular piece of
code executable and 2) Can we replace this program variable
with a constant? Concretely, we remove unnecessary table
dependencies by deleting unused actions, inline P4 tables
which always execute the same action, simplify extern calls,
and replace variables and conditions with constants. Flay
then passes the specialized program to the device-specific
compiler, which optimizes it further. We evaluate some of
the benefits of these incremental specializations in §4.2.
An example. Fig. 5b shows how Flay uses a constant propa-
gation query to compute the value of egress_port at line 12.
The data-plane model in Block A represents all the possible
values egress_port can assume at this line. After obtaining
this general representation, we specialize it using the ini-
tial control-plane assignment (Block B). The control-plane
specification for this device prescribes that an empty table
executes the default action, which does nothing here. Hence,
the assignment sets port_table_configured to false, which
causes egress_port to be 0. After receiving an update, we
can match on a key field and execute the set(0x01) action,
which sets egress_port to 1 (Block C). There are now two
possible outcomes for the value of egress_port, 0 or 1.
Processing updates quickly. Since, once computed, data-plane
expressions do not change, Flay performs extensive pre-
processing on expressions to quickly compute queries after
control-plane updates. Preprocessing increases initial analy-
sis time but greatly reduces query time. (1) Flay reduces the
expression complexity by applying constant folding, com-
mon subexpression elimination, and strength reduction. (2)
Flay converts each data-plane expression into a represen-
tation that supports fast incremental checking specialized
towards the particular query. For example, for efficient ex-
pression substitution we use Z3’s [21] e-matching [20] im-
plementation. Instead of e-matching, we could also use an
incremental Datalog evaluation API such as Souffle [62].
Currently, Flay does not support incrementality well in

scenarios where tables with complex match keys have many
control-plane entries. We show an example of Flay’s perfor-
mance degradation in such scenarios in §4.2. The cause is
an inefficient control-plane representation. Since we model
the potential matches of an incoming key against all table
entries as a single and deeply nested expression, complex
keys coupled with large tables can produce a very large ex-
pression. Substituting such a complex key expression into
a data-plane annotation and checking whether the annota-
tion resolves to a constant can be slow. To make reasonably
fast decisions we compromise on Flay’s sensitivity. Once
a certain threshold of entries (e.g., 100) has been reached,
we overapproximate: we assume the entries in the table

P4 Program Program
statements

Compile
time

Data-plane
analysis time

Update
analysis time

scion[22] 582 38s 2s 90ms
switch [66] 786 106s 9s 90ms
middleblock [2] 346 2s 0.6s 5ms
dash [69] 509 2s 1.5s 12ms

Table 2: Flay evaluation times for P4 programs. Compilation
is from scratch. Flay’s data-plane analysis step runs once and
skips the parser. At runtime, Flay only runs update analysis.

cover all its possible actions and action parameters. For ex-
ample, in Fig 5b, overapproximation would assign *any* to
port_table_action and port_table_port_var, which would
cause the computed value of egress_port to revert to the
model shown in Block A.
In practice, crossing the threshold rarely requires respe-

cialization because tables with many entries likely cover
most of their possible paths already. Drawing from prior
techniques [27, 33, 77], we are developing our own compact
control-plane representation to speed up update processing
with complex control-plane configurations.

4.2 Evaluating Flay

We evaluate how Flay specializes the SCION [22] border
router P4 programs written for the Tofino 2 [17] switch. We
chose the SCION programs for evaluation because, next to be-
ing moderately complex (~1700 LoC), they are supplied with
representative control-plane configurations. We use this pro-
gram to answer questions on specialization, incrementality
support, and analysis time.
Can specialization save resources? First, we compile the
SCION program without applying Flay’s specialization. The
program requires the maximum number of Tofino 2 stages.
We then specialize the SCION program using the supplied
configuration. This configuration does not use IPv6 and all
the IPv6 program paths are unused. After removing these
unused paths, the program requires 20% fewer stages.
What is the cost of initial data-plane analysis? Our state-
merging data-plane analysis is sensitive to programs with
many control-flow statements [49]. The initial pass through
the program is cheap, but the generated data-plane expres-
sions can become deeply nested. Preprocessing expressions
for incrementality support can quickly become slow. To ac-
celerate processing for large programs (e.g., switch.p4) we
added an option to skip parser analysis. Since Flay’s spe-
cializations focus on constructs in the control, skipping the
parser has little impact on their effectiveness. We evaluate
Flay’s complexity on a suite of sample programs. The in-
crease is exponential in terms of the number of control paths.
Nevertheless, even for large, complex programs, we can com-
plete our initial analysis within a few minutes (Tbl. 2).
What influences Flay’s update processing speed? We use a
fuzzer [70] to generate 1000 unique IPv4 entries and insert
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Total updates installed Analysis time for 1 incoming update
Precise Overapproximated (>100 entries)

1 ~1ms –
10 ~5ms –
100 ~100ms ~1ms
1000 ~4000ms ~1ms
10000 ~265319ms ~1ms

Table 3: Influence of installed updates on Flay’s update pro-
cessing times for middleblock.p4 [2].

the entries into the SCION IPv4 forwarding table to test how
Flay handles a burst of semantics-preserving updates. Flay
can determine within a second that the batch of updates does
not require program recompilation. We then send a batch
of updates that enables the previously unused IPv6 paths
in the SCION program. Flay determines respecialization is
necessary and triggers the recompilation process. After re-
compilation, the SCION program requires the maximum
number of stages again because all program paths are used.
Tbl. 2 shows that Flay is not very sensitive to program com-
plexity. While the time required to process updates increases
with program complexity, it generally stays below 100 ms.

Conversely, as discussed in §4, Flay slows down when a
complex table has many entries. An example of such a table is
the Pre-Ingress ACL table of Google’s Middleblock P4 switch
model [2]. To characterize the slowdown, we initialize this
ACL table with varying number of entries, then send a single
update and measure how much time Flay requires to make a
decision. Tbl. 3 shows the results. The precise update imple-
mentation, which evaluates all entries, already takes 100 ms
at only 100 installed entries. Once we overapproximate the
entries, update processing time becomes low again.

5 Related Work
Incremental computation [59] is a mature field with a wide
range of applications [13, 42, 43, 64, 65]. Recently, work on
JIT compilers [73] and feedback-directed optimization [11]
articulated the need for incremental specialization.
For network programs, many specialization frameworks

use either packet traces or control-plane configurations as in-
put. We classify these into frameworks which specialize net-
work programs once before deployment (offline) and frame-
works that continuously specialize the program (online).
Offline-specialization tools. In the context of P4, P5 [1] pro-
poses control-plane-based optimization to simplify depen-
dencies between P4 tables. P2GO [72] is a profile-guided
specialization tool where a profile is the combination of a
packet trace and the expected control-plane configuration.
Parasol [35] uses traffic profiles to generate data structures
optimized to that profile. NFReducer [23] and PacketMill [25]
specialize network functions chains by applying a series of
framework (e.g., ClickNF [44]) optimizations based on initial
control-plane configurations. mSwitch [38] inlines switching
rules within the VALE [61] software switch. Relative to these

tools, our approach is to specialize continuously, in response
to every control-plane update.
Online-specialization tools. Bhatia et al. [8] specialize the
Linux network stack by inlining installed IPv4 routes and
bridging route changes using a NAT until respecialization
has completed. ESwitch [52] and Hoda [53] continuously
specialize OvS. ESwitch optimizes OvS by changing packet-
matching templates based on user-supplied traffic and flow
entry patterns. Hoda instead produces a new, specialized
parser andmegaflow cache from existing cache rules. Pipeleon
is a profile-guided specialization framework targeting P4
SmartNICs [75]. Morpheus [51] performs profile-guided op-
timization for eBPF. To deal with input profile changes, these
tools respecialize on each control-plane update or periodi-
cally trigger recompilation. Our approach can defer recom-
pilation until program semantics change.

6 Conclusion and Future Outlook
This paper argues for control-plane-triggered and incremen-
tal compilation as a new way of thinking about compilers for
packet processing. While our initial results are encouraging,
we see at least three broad areas where work is necessary.

First, while we make every attempt to avoid recompilation
on as many control-plane updates as possible, we eventu-
ally have to recompile when a control-plane update triggers
a change in semantics. In such cases, recompilation times
should ideally be low, but, currently, we are at the mercy of
device-specific compilers that treat the whole program as a
monolithic unit to be compiled from scratch. Recent work on
modularity in network programming languages [26, 68, 71]
and hardware support for partial reconfiguration [71, 74, 79]
points the way towards recompilation of just the modules
(such as specific tables) that have changed. Second, we plan
to use Flay as a vehicle to explore tradeoffs between special-
ization time and specialization quality to further decrease
recompile times in response to control-plane updates. Third,
we plan to extend these ideas to other programmable net-
work ecosystems such as eBPF/XDP [36], DPDK-based sys-
tems [31, 34, 55, 57], or SmartNICs [4, 18, 54].
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